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Abstract. Starting from two cubic pieces of a MgO crystal ((3× 3× 3) and (5× 5× 5)), both containing a
central oxygen atom, two clusters are simulated with the help of a DFT-LDA method. These clusters are
charged in order to be equivalent to pieces of a neutral crystal. In each cluster, a neutral vacancy analogous
to a F center is created by removing the central oxygen atom. Then, F+ and F++ centers are simulated by
removing one and two electrons. The main differences and similarities between the two sizes of clusters are
studied: geometries, Mulliken charges, electronic distributions, gaps, ionisation potentials. An important
result is that in any case, when a F center is simulated, the vacancy does not accept more than about one
electron, the second one being spread in the rest of the cluster.

PACS. 31.15.Ar Ab initio calculations – 36.40.Wa Charged clusters – 61.72.Ji Point defects (vacancies,
interstitials, color centers, etc.) and defect clusters

1 Introduction

The study of clusters is one of the most stimulating topics
in to-day physics, not only for their intrinsic properties,
but also because they pave the way between microscopic
and macroscopic objects. Metallic clusters have been ex-
tensively studied and have shown size-dependent regular-
ities which, in some respects, can be compared to those of
nuclei [1]. The study of oxide clusters is more recent [2–27],
and much work remains to do in order to have access to
a thorough knowledge of their main properties. Amongst
the unsolved questions, an important one is that of their
electronic distribution, in particular when they are posi-
tively or negatively charged. In a previous study [27], we
showed that the ionicity of small neutral oxide clusters is
size-dependent. Is this property still true when the clusters
are charged? And is it possible to deduce from the study
of clusters a microscopic understanding of the charging
process of an oxide crystal?

In this paper we give elements of answer to these ques-
tions by the simulation of charged MgO clusters. The
chosen clusters are built from cubic pieces of MgO crys-
tal with a central oxygen atom: either (3 × 3 × 3) cubes
(small clusters), or (5 × 5 × 5) cubes (large clusters). In
both cases, the central oxygen atom is suppressed, leading
to vacancy clusters. According to the charge the removed
oxygen atom carries away, one or two electrons are likely
to remain in the vacancy cluster. For each cluster size, the
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location of these electrons is looked for, and a comparison
is done between the two sizes.

Apart from its intrinsic interest relative to clusters,
this study has a natural extension in the charging of a va-
cancy in a MgO crystal. In fact, the methods of simulation
usually chosen for crystals, methods which have recourse
to periodic wave functions, are difficult to handle when
the crystal presents a defect. A simulated crystal possess-
ing vacancies in a periodic way has perhaps not the same
properties than a crystal with a unique vacancy. Besides, if
each vacancy could bear a charge, the total charge of such
a crystal would be infinite, unless a substraction method
included in the computation [28–31].

On the other hand, the extrapolation to the crystal of
results obtained from clusters is delicate due to the prob-
lem of the limiting surfaces. A better method would be
perhaps to embed the cluster in a continuous medium re-
producing the polarisability properties of the crystal, as
proposed a long time ago by Lorentz (Lorentz sphere).
However the frontier between the cluster and this medium
is difficult to set up; an abrupt frontier would make the re-
sults subject to caution. Another method, frequently used,
consists in embedding the cluster in an environment which
simulates the rest of the crystal: most frequently an ar-
ray of point charges [7,19,20] or of shell-model ions [6,8]
placed at the lattice positions, but sometimes more com-
plicated arrangements [18,21,24]. This environment can
be adjusted during the simulation [21]. It is not obvious
that these structures give better results in the vicinity of
the vacancy than that obtained from raw pieces of crystal,
choice which is deliberately done in this paper. The results
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we obtain indicate that an extrapolation to the crystal can
be done from only large enough clusters.

2 The numerical procedure

The computations have been made with the code DMol
based on the theory of the functional density in the local
density approximation (DFT-LDA theory) [32,33]. This
code, introduced about ten years ago by Delley, was ex-
tensively described in his papers [34,35]. It works in two
steps. A first step is devoted to the energy minimisation
of a molecule of given geometry; this energy minimisation
is obtained by a repartition of the electronic density. The
second step consists of a slight modification of the geome-
try according to the forces the electronic density exerts on
atoms. A new energy minimisation occurs, and the process
begins again. It stops when both energy variations and ei-
ther forces or displacements become less than 10−5 a.u.

The basis chosen in this study is exactly the same as
that described in reference [26]. Similarly, the exchange
and correlation energy has been estimated in the approxi-
mation of Hedin and Lundqvist [36]. The Oh symmetry is
chosen for all clusters. This choice, which excludes the
possibility of Jahn-Teller effects, agrees with many ex-
perimental results [4,5,9–11] which seem to indicate that
MgO clusters keep the crystal symmetries. Besides, start-
ing from somewhat assymetrical structures, we tried to
minimise them without imposing any symmetry; in any
case our simulations led to clusters possessing the Oh sym-
metry.

3 Charging the clusters

In a crystal, the electric neutrality requires an equal num-
ber of positive and negative charges, which is obtained in
MgO by an equal number of anions and cations. The clus-
ters obtained from either a (3 × 3 × 3), or a (5 × 5 × 5)
crystal cube involving an oxygen atom in its center are re-
spectively [(MgO)13Mg] and [(MgO)62O]. In the first one,
one magnesium atom is in excess and two electrons stand
in the conduction band. In the second one, two empty
states belonging to the excess oxygen atom appear in the
valence band. In order to simulate clusters electronically
equivalent to pieces of a neutral crystal, two electrons have
to be removed in the first cluster, and added in the sec-
ond one, giving rise to [(MgO)13Mg]2+ and [(MgO)62O]2−.
These clusters are shown in Figure 1.

When an oxygen atom is removed in a neutral state,
two filled 2p oxygen states disappear and are replaced by
two filled states in the bandgap: [(MgO)12Mg2V0]2+ and
[(MgO)62V0]2− are equivalent to a neutral crystal with a
neutral vacancy (F center). Instead of a neutral oxygen
atom, an oxygen ion can be removed. As previously, two
filled 2p states are suppressed and two states appear in
the gap. If O2− is removed, these states are both empty,
one of them is filled if O− is removed. One then obtains
either [(MgO)12Mg2V0]Q (Q = +3, +4) or [(MgO)62V0]Q

Fig. 1. The clusters [(MgO)13Mg]2+ (left-hand side) and
[(MgO)62O]2− (right-hand side). The white spheres are the
oxygen atoms, the black spheres the magnesium atoms.

Fig. 2. Central (100) planes of (a) [(MgO)12Mg2V0]
4+ and (b)

[(MgO)62V0]
0. In these clusters, the vacancies are equivalent

to F++ centers. The white spheres are the oxygen atoms, the
black spheres the magnesium atoms.

(Q = −1, 0), equivalent to F+ and F++ centers (positively
charged vacancies in a crystal).

Similarly, adding electrons to a cluster equivalent to
a neutral crystal provides a cluster equivalent to a neg-
atively charged crystal.The equivalences between crystal
and clusters are given in Table 1.

In this paper we concentrate on clusters equivalent to
neutral and positively charged crystals.

4 Clusters geometries

Non-vacancy clusters possess a certain sphericity (cf.
Fig. 1), increased by the removal of the central atom
and by that of electrons. For instance, Figure 2 repre-
sents the central (100) planes of [(MgO)12Mg2V0]4+ and
of [(MgO)62V0]0, obtained by creation of a vacancy equiv-
alent to a F++ center in the clusters of Figure 1.

In order to compare the clusters geometries, one first
defines the ratio ρAiAj as:

ρAiAj =
(dAiAj )cluster

(dAiAj )crystal
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Table 1. Charge equivalence between the two sizes of clusters, the crystal being taken as a reference.

neutral non-vacancy crystal [(MgO)13Mg]2+ [(MgO)62O]2−

neutral vacancy crystal (F center) [(MgO)12Mg2V0]
2+ [(MgO)62V0]

2−

[vacancy crystal]1+ (F+ center) [(MgO)12Mg2V0]
3+ [(MgO)62V0]

1−

[vacancy crystal]2+ (F++ center) [(MgO)12Mg2V0]
4+ [(MgO)62V0]

0

Table 2. Values of the interatomic distances dA1A2 of the quantities ρA1A2 , and of the sphericities s in the crystal and in the
clusters. All distances are given in Å. See Figure 1 for the locations of the atoms. For the vacancy clusters, the equivalent defect
in a crystal is indicated in the second column (see Tab. 1).

dMg1Mg2 ρMg1Mg2 dO2O3 ρO2O3 dMg3Mg4 ρMg3Mg4 s dO4O5 ρO4O5 dO6O7 ρO6O7 s

Crystal 4.22 5.97 7.31 0 8.44 14.62 0

[(MgO)13Mg2]
2+ 4.07 0.965 5.76 0.965 6.63 0.907 0.06

[(MgO)12Mg2V0]2+ F 4.44 1.05 5.64 0.945 6.66 0.911 0.13

[(MgO)12Mg2V0]3+ F+ 4.52 1.07 5.60 0.938 6.68 0.914 0.15

[(MgO)12Mg2V0]4+ F++ 4.62 1.095 5.55 0.93 6.70 0.917 0.163

[(MgO)62O]2− 4.08 0.967 5.72 0.96 6.96 0.95 0.02 8.28 0.98 13.68 0.936 0.045

[(MgO)62V0]
2− F 4.14 0.98 5.72 0.96 6.97 0.95 0.03 8.28 0.98 13.68 0.936 0.045

[(MgO)62V0]
1− F+ 4.29 1.017 5.66 0.948 6.97 0.95 0.06 8.32 0.986 13.66 0.934 0.053

[(MgO)62V0]
0 F++ 4.47 1.06 5.58 0.935 6.998 0.955 0.099 8.39 0.994 13.66 0.933 0.061

dAiAj being the distance between atoms Ai and Aj . The
sphericity s is then estimated by:

s = 1 − ρA1A2

ρA′
1A′

2

where A1 and A2 are now atoms belonging to two opposite
vertices, and A′

1 and A′
2 to two opposite face centers. The

value of s increases with the sphericity of the cluster, a
cubic cluster having s = 0, and a spherical one s = 1 −
1/

√
3 = 0.42.

Our results are presented in Table 2. All distances are
less than in the crystal, with the exception of the distance
between the first two neighbours of the vacancy, dMg1Mg2 ,
in five of the six vacancy clusters. The removal of elec-
trons in a vacancy cluster leads always to an increase of the
Mg1Mg2 distance [19,21,37]. A similar result was found in
SiO2 although its rather asymmetric structure: within the
supercell [3] as well as within the cluster approach [25] the
positive charging of an oxygen vacancy leads to a length-
ening of the Si–Si bond. This effect underlines the binding
part played by delocalised electrons.

For given equivalent crystal charges, small clusters are
more spherical than large ones and their sphericity in-
creases more when a neutral vacancy is created. When
electrons are removed, small clusters experience an in-
crease of their sphericity. Large clusters are composed
of an inner part similar to a small cluster, embedded in
an outer part. For given equivalent crystal charges, the
sphericity of this inner part is less than that of the small
cluster, and its variations are smaller. In the outer part,
the interatomic distances remain very similar to those of
the crystal (with differences less that 7%) and the spheric-
ities less than 0.07.

These properties result from the localisation of the
electronic density we shall study now.

5 Localisation of the electronic density

5.1 Mulliken charges

The DMol code provides the Mulliken charges of the atoms
(cf. Tab. 3). Although the choice of these charges is prob-
ably not the best one1, because they can slightly underes-
timate the ionicities, we shall use them, and complete the
information they provide by maps of the charge density
and by a direct computation of the charge included in the
vacancy.

5.1.1 Ionicity and sphericity of the clusters

The small clusters are more ionic than the large ones.
However, the valence charges (+2 for Mg and −2 for O),
often assumed in MgO simulations [8,16,29,38], are never
reached. In fact, in MgO clusters, the ionic charge of an
atom results principally from a compromise between its
coordination Z and the Madelung energy εM at the atom
site [39]. The probability for an electron to escape an ionic
site and to make covalent bounds with its neighbours is
proportional to the number Z of these atoms2. So the
ionic charge of an atom decreases with Z. Besides, it in-
creases with the electrostatic energy εM . The most strik-
ing example of this compromise is the central oxygen atom
(cf. Tab. 3). In both clusters its coordination is maximum
(Z = 6); however in the small cluster, the large charges of
its neighbours, due to their low values of Z, give rise to a
high value of εM at the central atomic site. In definitive,

1 Hirschfeld charges and point charges available in the DMol
code are not better adapted to our problem.

2 The dependence of this probability with respect to the in-
teratomic distances has been shown to be negligible in MgO
clusters [39].
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Table 3. Mulliken charges relative to some atoms of the clusters. See Figure 1 for the locations of the atoms.

Mg1 Mg3 Mg5 Mg7 O1 O2 O4 O6 O8 O10

[(MgO)13Mg]2+ 1.18 1.56 −1.50 −1.34

[(MgO)12Mg2V0]
2+ F 1.16 1.37 −1.33

[(MgO)12Mg2V0]
3+ F+ 1.17 1.53 −1.36

[(MgO)12Mg2V0]
4+ F++ 1.21 1.67 −1.39

[(MgO)62O]2− 1.10 1.02 1.22 1.30 −1.18 −1.26 −1.18 −1.17 −1.14 −1.28

[(MgO)62V0]
2− F 0.92 1.04 1.23 1.28 −1.25 −1.20 −1.17 −1.15 −1.28

[(MgO)62V0]
1− F+ 1.00 1.02 1.23 1.32 −1.24 −1.21 −1.18 −1.16 −1.28

[(MgO)62V0]
0 F++ 1.07 1.02 1.23 1.34 −1.22 −1.21 −1.19 −1.17 −1.29

the determinant effect on ionicity is the coordination of
the majority of atoms, or, in other words, the value R of
the surface to volume ratio [9,26].

The clusters geometries are also due to this ratio R: it
was already observed [9,26] that the sphericity of a MgO
cluster increases with its ionicity.

5.1.2 Creation of the vacancy

The removal of the neutral central oxygen atom mainly
affects the 8 vertices magnesium atoms in the small clus-
ter, and its first 6 neighbours in the large one. Its nega-
tive charge is almost exactly shared between these atoms,
which see their positive charge to decrease. A similar prop-
erty of charge sharing was observed by Castanier and
Noguera, who studied neutral surface oxygen vacancies
with the help of a periodic method [40].

So, after the creation of the neutral oxygen vacancy,
electrons have a tendency to run away towards the vertices
atoms — which have the smallest coordination — in the
small cluster whereas in the large one, they remain in the
immediate vicinity of the vacancy, where they modify the
charges of its first neighbours. As the charges of the other
atoms remain almost unchanged in this cluster, one can
foresee that charge transfers would likely be similar in a
crystal.

5.1.3 Removal of electrons

When electrons are removed from the vacancy clusters
the variations of the Mulliken charges are more important
in the small cluster than in the large one. Electrons are
principally taken off from the atoms which were modified
by the oxygen atom removal (see last section). After the
removal of two electrons, the 8 vertices atoms of the small
cluster have lost more than 2 electrons, for only about
0.9 electron in the set of the first 6 neighbours of the
vacancy in the large cluster. And the charge reorganisation
of the large cluster remains moderate with respect to that
of the small one.

So, charge localisation and transfers are very sensitive
to the cluster size. In order to study them in greater de-
tails, let us introduce maps of the charge density.

5.2 Charge repartition and transfers

In order to visualize the reorganisation of the electronic
density after the removal of one electron, the easiest
method would be to calculate the difference between the
electronic densities respectively associated to the cluster
charges Q and Q + 1. However this method cannot be ap-
plied here, because the cluster structure varies with Q.
Another method was proposed in a previous paper [26]:
the charge Q of a cluster is raised to Q + 1, without
modifying its geometry, and the energy minimisation is
performed. The difference between the electronic densi-
ties respectively associated to Q and Q + 1 provides the
“vertical” changes brought by the removal of the electron,
before relaxation of the cluster. The further reorganisa-
tion of the electronic density does not generally modify
the Mulliken charges by more than 2%.

In Figures 3 and 4 are shown the electronic density
modifications brought by the removal of one electron in a
cluster equivalent to a neutral crystal. A positive density
variation means a decrease of the electronic density, and
a negative one an increase.

The transition 2+ → 3+ is represented in Figure 3
in two planes of the small cluster. In the central (100)
plane (Fig. 3a), the charge density variation around the
oxygen atom O2 is composed of a positive inner shell sur-
rounded by a negative one: the removal of the electron
leads to the expansion of the electronic charge around O2.
Besides, a decrease of the electronic density is observed in
the vacancy region, around Mg1 atoms and at the cluster
periphery.

The (100) plane passing through a vertice Mg3 atom
(but not exactly through Mg1 and O2, due to the spheric-
ity of the cluster) is represented in Figure 3b. Only the
central region, around Mg1, gains electrons; all the other
atoms, (Mg3 and O2), as well as the periphery, lose elec-
trons.

Removing one electron from a iono-covalent cluster re-
duces the cohesion forces. In order to compensate this ef-
fect, the covalent bonds have to be increased by a transfer
of a part of the localised electrons into the interatomic
volume. The cluster periphery, the vacancy and the ver-
tices atoms lose electrons. To a certain degree, the in-
crease of the Mulliken charges of the atoms (see lines 2
to 4 of Tab. 3) indicates these variations. However, as the
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(a) (b)

Fig. 3. “Vertical” variations of the electronic charge density when the charge Q of [(MgO)12Mg2V0] varies from +2 to +3 in:
(a) the central (100) plane of the cluster; (b) the (100) plane passing through the vertice Mg3 atom (see Fig. 1). Only the
upper right quarter of each plane is shown, the three other quarters being obtained by symmetry. The atoms are represented
by crosses. When Q varies from +3 to +4, very similar variations are obtained.

(a) (b)

Fig. 4. “Vertical” variations of the electronic charge density when the charge Q of [(MgO)62V0] varies from −2 to −1 in (a) the
central (100) plane of the cluster, (b) the (100) plane passing through a Mg3 atom (see Fig. 1). Only the upper right quarter
of each plane is shown, the three other quarters being obtained by symmetry. The atoms are represented by crosses. When Q
varies from −1 to 0, very similar variations are obtained.
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Mulliken charges take into account localised as well as de-
localised electrons, their values do not exactly follow the
ionicity changes.

The central (100) plane and the (100) plane passing
through a Mg3 atom in the large cluster are represented
in Figure 4, for a transition 2− → 1− (equivalent to the
previous transition 2+→ 3+). At the periphery of the clus-
ter and in the vicinity of Mg1 belonging to this plane,
the decrease of the charge density is very small (about
5×10−5 e/cm3) and does not appear in the figures. The
vacancy, the oxygen atoms and some magnesium atoms
see their electronic density to decrease. The remaining
electrons have to strengthen the cluster cohesion by oc-
cupying the interatomic space. Figure 4b shows a large
domain comprised between Mg3 (central in the figure) and
Mg1 which receives an important electron amount.

Along the 〈110〉 axis passing through the vacancy
(cf. Fig. 4a), the electronic density increases between the
vacancy and O2, and decreases between O2 and O8. This
asymetrical variation is probably due to a charge transfer
between the vacancy and O2 and it must give rise to an
important change of the induced dipole moment on the
atom O2. This polarisation effect, which was not observed
in the small cluster, would likely occur around a positively
charged vacancy in a crystal.

When a second electron is removed, the same tenden-
cies are observed.

5.3 Charge localised in the vacancy

The problem of the charge localised in the vacancy is del-
icate, due to the anisotropy of the electronic charge (see
Figs. 3 and 4 for instance). What volume has to be as-
signed to the vacancy [8,21,23,41]? The simplest idea is
to assimilate the vacancy to a sphere which radius rv can
be estimated from the distance dMg1Mg2 and from the ionic
radius of magnesium rMg

i , by:

dMg1Mg2 = 2rMg
i + 2rv. (1)

The ionic charge of magnesium atoms being nearer from
+1 than from +2 (cf. Tab. 3), the value rMg

i = 0.82 Å
associated to Mg+ [42] can be chosen. As dMg1Mg2 is a
function of the total charge Q, the vacancy size depends
on Q. In Table 4 are given the values of rv (cf. Eq. (1)
and Tab. 2) and the charges Qv included in the spheres of
radius rv. The consequence of the removal of one electron
is to increase rv by about 3% in the small cluster, 6% in
the large one.

The values of Qv are very sensitive to the values of rv.
The last column of Table 4 gives the charges Q′

v which
would have been found if the radius of the vacancy was
kept fixed. In [(MgO)62V0]0, if the radius rv = 1.25 Å
was chosen, the difference would reach more than 40%! In
fact, if the charge density was homogeneous, an increase
δrv of rv would lead to an increase δQv of Qv such as
δQv/Q = 3δrv/rv. Here δrv/rv ∼ 0.13, so one would ob-
tain δrv/rv ∼ 0.39. Therefore, a radius varying with Q
has to be considered.

Table 4. Radius rv of the vacancy, charge Qv included in a
sphere of radius rv centered on the vacancy, charge Q′

v included
in a sphere of radius 1.40 Å in the small cluster, and of radius
1.25 Å in the big one. The electron charge e is the unit used
for Qv and Q′

v.

rv Å Qv Q′
v

[(MgO)12Mg2V0]
2+ F 1.40 0.89

[(MgO)12Mg2V0]
3+ F+ 1.44 0.80 0.71

[(MgO)12Mg2V0]
4+ F++ 1.49 0.73 0.54

[(MgO)62V0]
2− F 1.25 1.09

[(MgO)62V0]
1− F+ 1.325 0.91 0.75

[(MgO)62V0]
0 F++ 1.415 0.64 0.35

In the clusters equivalent to the neutral vacancy crys-
tal (F-center), at most only about one electron is located
in the vacancy, the other one is anisotropically spread in
the rest of the cluster. In the small cluster, more ionic
than the large one, Qv is less and its variations with Q less
rapid because electrons are more localised in the vicinity
of atoms, and have a less tendency to extend towards the
vacancy. When two electrons are removed (F++), the va-
cancy still contains about two thirds of electron in both
clusters.

These results are very different from the classical rep-
resentation of the F, F+ and F++ centers where the va-
cancy respectively contains 2, 1 and 0 electrons. Compu-
tations made by Michèle Gupta [43] with the help of a
APW method lead to a conclusion similar to ours: assign-
ing a radius 1.25 Å to the neutral vacancy, she obtained
0.94 electrons in the volume so defined.

Similarly to the charge of an atom in a solid for which
many definitions were given (e.g. Mulliken, Hirschfeld...),
the volume of the vacancy can be defined in many ways.
For instance, the vacancy can be considered as a non nu-
clear attractor, which gives rise to a local basin of attrac-
tion [44,45]. Starting from the cube center, the minima
of the lines of steepest descent of the electronic density
define the boundaries of the vacancy. This method pro-
vides values of Qv larger than ours. The computations of
Paula Mori-Śanchez et al. [46] for F and F+ centers show
that the difference results principally from the interatomic
volumes, which are considered as belonging either to the
vacancy, or to its neighbouring atoms.

Another point of view is to use non local methods [47]
in order to obtain the amount of delocalisation of the elec-
tron. In the next section we shall qualitatively associate
this quantity to the location of the vacancy levels in the
bandgap.

6 Energetics

6.1 Energies relative to cohesion and to vacancy
formation

Amongst the quantities which have been experimentally
measured, the cohesive energy per molecule Ec and the
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Fig. 5. Density of states of (a) [(MgO)12Mg2V0]
Q and (b) [(MgO)62V0]

Q. The origin of energies is taken at the Fermi level.
The height of the levels is proportional to their degeneracy, with a resolution of 0.01 eV.

Table 5. Gap ∆, total energy Etot, binding energy Eb and ionisation potential IP of each cluster.

∆(eV) Etot (a.u.) Eb(eV) IP (eV)

[(MgO)13Mg]2+ 3.66 −3761.056 113.66 13.55

[(MgO)12Mg2V0]
2+ F 4.51 −3686.148 103.51 10.61

[(MgO)12Mg2V0]
3+ F+ 4.73 −3685.758 92.90 13.66

[(MgO)12Mg2V0]
4+ F++ 5.15 −3685.256 79.24 21.36

[(MgO)62O]2− 2.99 −17066.3454 656.201 2.40

[(MgO)62V0]
2− F 3.11 −16991.3905 644.788 0.02

[(MgO)62V0]
1− F+ 3.08 −16991.3897 644.767 2.63

[(MgO)62V0]
0 F++ 3.15 −16991.2931 642.139 6.41

vacancy formation energy Ef have been particularly stud-
ied [19,21,24,29,40,41]. For the small cluster these ener-
gies were computed in reference [26]: Ec = 8.84 eV and
Ef = 10.16 eV.

For the large cluster, our computation provides: Ef

= 11.42 eV (energy of [(MgO)62O]2− minus the sum
of the energies of the neutral oxygen atom and of
[(MgO)62V0]2−) and Ec = 10.40 eV (binding energy of
[(MgO)62V0]2− divided by the number of molecules).

In MgO crystals, the experimental values of Ef and
Ec have been found to be 11.875 and 10.345 eV respec-
tively [48,49]. The results we obtained in the small cluster
are both too low; in the large one, they only differ from
the experimental values by less than 4% for Ef and 6‰
for Ec. These results illustrate the influence of the clus-
ter size, or, more precisely, of its surface to volume ratio
R (see similar results in Refs. [50,51] for small NaCl and
LiH clusters for instance).

6.2 Density of states and gaps

The values ∆ of the gaps, given in Table 5, are higher in
the small cluster than in the large ones. The oxygen atom
removal always produces an increase of ∆, which attains
25% in the small cluster against only about 4% in the
large one. These properties are due to the more important
increase of R (cf. Sect. 5.1.1) in the small cluster than in
the large one [41,52].

When electrons are removed, the value of R is con-
stant. However the variations of ∆ attain 25% in the small
cluster, whereas they remain less than 3% in the other
one. Now, these variations are likely due to the ionicity
variations: the ionic charges increase for all atoms in the
small cluster, whereas in the large one, they increase, de-
crease or remain constant according to the atoms locali-
sations (cf. Tab. 3 and Sect. 5.1.1). If the real gap of the
large cluster was very near that of a crystal, that is about
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Fig. 6. Adiabatic ionisation potentials
IP as a function of the total cluster
charge Q. The lines are only intended
as a guide.

8 eV [53], the LDA method would only provide about 40%
of this value. Then if the underestimation was the same in
all clusters, the real gap in small clusters would be of the
order of 11 to 12 eV, which is a plausible estimate due to
their larger ionicity.

Figures 5a and 5b show the densities of states of the
vacancy clusters, the origin of the energies being the Fermi
level. The removal of an electron always leads to a modi-
fication of all levels.

Let us consider the vacancy levels included in the gaps.
When two electrons are present (neutral state), the level
is unique but doubly degenerated: the two spin states are
filled. This level is below the Fermi level, nearer from the
conduction than from the valence band: its distance to the
“conduction band”, 1.39 and 0.85 eV in small and large
cluster respectively, represents 30.7% and 27.4% of the
bandgap (see Tab. 5): this results from the delocalisation
of the vacancy electrons previously pointed out. The fact
that the level is proportionally nearer from the conduction
band in the small cluster than in the large one is probably
non significative, due to the spreading of levels in the small
cluster (see Fig. 5a).

When one electron is removed, the degeneracy is split.
The Fermi level is between the two vacancy levels. The
energy of the second electron is lowered: its distance to
the bottom of the conduction band is now 1.46 eV in the
small cluster, and 1.45 eV in the large one, i.e. respectively
30.9% and 46.9% of the bandgap (see Tab. 5). This shows
that the influence of the removal of the first electron on
the second one is less in the small cluster than in the large
one. The reason is probably a larger delocalisation of these
electrons in the small cluster, leading to a less repulsion
between them. Now, the unoccupied level plays the part
of an excited state, at 0.27 eV above the ground state in
the small cluster, at 0.88 eV in the large one.

If the second electron is removed, the level is doubly
degenerate and empty. It is now located above the Fermi
level at 1.50 eV from the bottom of the conduction band in
the small cluster, and at 1.06 eV in the large one (29.2%
and 33.7% of the gap). This level can be considered as
a virtual excited level, occupied only transitorily in pro-
cesses for which the characteristic transition time would be

less than the relaxation time of the system (for instance in
a multiphoton transition). A transition towards this level
would provide a very diffuse line, to the contrary of the
narrow lines which would be observed in the transitions
occurring when only one electron has been removed.

Although our method can provide only qualitative es-
timates concerning these levels, our results are relatively
similar to those of Klein et al. [28] obtained by band
structure calculations. The results relative to embedded
clusters are very sensitive to the computational method:
Gibson et al. [18] situate the F-center level at a distance
from the conduction band representing 18.85% of the gap,
when Ferrari and Pacchioni [19] find the same level ap-
proximatively in the middle of the bandgap. A recent ex-
perimental paper [54] leads to the conclusion that F+ cen-
ters are very stable in Al2O3. Is it the same in MgO?

6.3 Ionisation potentials

In Table 5 are indicated some clusters energies. Accord-
ing to the cluster sizes, the ionisation potentials IP are
very different. Typically 10 to 20 eV in the small clusters
against 2.5 to 5 eV in the large ones. The creation of a
vacancy leads to a decrease of IP: as the attractive cen-
tral potential is suppressed, all states see their energies to
increase, and the removal of an electron is more easy.

In vacancy clusters, the variations of IP with respect
to the total cluster charge Q are illustrated in Figure 6.
As in other computations [19,21], a general increase of IP
with Q appears, giving rise to larger values in the small
than in the large cluster; besides, the slope of the curve
increases more rapidly in the small cluster than in the
large one. These trends cannot result from differences in
the Madelung energy due to the vacancy charge, because
in the small cluster, the vacancy charge is always less
than in the large cluster and experiences smaller varia-
tions (cf. Tab. 4). They are due to the increase of Coulomb
interactions: for increasing values of Q, the electronic re-
pulsion decreases and the ionisation energy increases. This
effect is similar to that described by the Hubbard energy
in atoms.
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This increase of IP with Q is quite linear when the
cluster loses one and two electrons. Then an increase of
the slope appears when the vacancy is empty, or almost
empty (see Tab. 4). The states in the bandgap being empty
too, the escaping electron has to jump the totality of the
bandgap. As the bandgap is larger in the small cluster
than in the large one, the increase of IP is more important.
The variations of IP can be related to the fact that the
departing electron is more localised in the valence band
than in the vacancy level, and in the small cluster than in
the large one [55,56].

These results can be compared to those of Ferrarri and
Pacchioni [19] concerning two embedded clusters of dif-
ferent sizes with a surface vacancy: [(MgO)12MgV0]Q and
[(MgO)20MgV0]Q. The values of IP respectively associated
to F and F+ centers are: 5.39 and 11.17 eV for the small
cluster (Q = 0 and Q = 1) and 4.71 and 9.69 eV for the
large one (Q = 0 and Q = 1). They increase with Q and
decrease with the cluster size as in our computation. The
decrease of IP with the size of the cluster is probably due
to a decrease of its ionicity. However, for a precise com-
parison with our clusters, the influence of the surrounding
point charges would have to be taken into account.

7 Conclusion

Two sizes of charged MgO clusters have been simulated
in this paper. Similarities between the two sizes have been
pointed out, the main similarity being that a neutral oxy-
gen vacancy does not accept more than about one elec-
tron and, that after the removal of two electrons, it is
not completely empty, but still contains about two thirds
of electron. On the other hand, very important electronic
properties have been found to be size dependent. For in-
stance, the ionicity which seems to be strongly related to
the surface to volume ratio or the charges transfers occur-
ring in vacancy clusters when electrons are removed.

These properties show that, in order to study a va-
cancy in a crystal, the small cluster cannot be used, but
that the inner part of the large cluster seems to be a good
candidate. Let us recall, for instance, that, in the non-
vacancy cluster, the Mulliken charges of this inner part
do not differ by more that 13% from their values in the
crystal (± 1.12) [39], and that the outer part is not very
far from a crystalline cube (see Sect. 4).

So if the assumption is done that the inner part of the
large cluster is very similar to the immediate vicinity of
a vacancy in a crystal, some properties can be proposed
for a crystal possessing oxygen vacancies, in any case a
deformation of the crystal around each vacancy, and, when
the crystal is positively charged,

– an increase of this deformation,
– a reorganisation of the electronic density leading to a

slight decrease of the electronic charge of the magne-
sium atoms first neigbours of the vacancy,

– polarisation effects in the immediate vicinity of vacan-
cies, principally along the 〈110〉 directions,

– a narrow excited state associated to the vacancies,

– a greater conductivity due to the presence of the va-
cancy levels: according to its initial level, an electron
has to gain 0.85, 1.445 or 3.15 eV to reach the con-
duction band (see Sect. 6.2). Although these values,
obtained by a DFT-LDA method, are probably un-
derestimated by more than 50%, they allow to under-
stand that a crystal containing vacancies and subjected
to progressive positive charging will give rise succes-
sively (and simultaneously) to the three types of pro-
cesses. This situation can be compared to that of a
semi-conductor, vacancies playing the part of defects.
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